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Why we needed new ASPRS accuracy standards 
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National Map Accuracy Standards 
(NMAS, 1947) specified accuracy 
thresholds based on scale and 
contour interval of printed maps 
only, e.g., CE90 = 1/30th” on map. 

National Standard for Spatial Data 
Accuracy (NSSDA, 1988) defined 
accuracy reporting methodology 
for horizontal and vertical 
accuracy at 95% confidence levels 
but had no accuracy thresholds. It 
uses RMSE multipliers based on 
assumption that all errors are 
normally distributed – incorrect 
for LiDAR in vegetated terrain 

ASPRS Accuracy Standards for 
Large-Scale Maps (ASPRS, 1990) 
also focused on printed maps 
 

English and metric units 

 

 

 

 

 

 

 

 

 
 
Class 1, Class 2, Class 3 maps 

Class 1, Class 2, Class 3 contours, 
Class 1, RMSEz = C.I./3 

 We needed standards for DIGITAL geospatial data 



Highlight Article in March 2015 PE&RS 
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Digital Annex in March 2015 PE&RS, Table of Contents 
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See the 26-page full text for details not in the Highlight 
Article 
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Purpose of the New Standards 

The objective of the ASPRS Positional Accuracy Standards for Digital 
Geospatial Data is to replace the existing ASPRS Accuracy Standards 
for Large-Scale Maps (1990) and the ASPRS Guidelines, Vertical 
Accuracy Reporting for                                  Lidar Data (2004) to better 
address current                technologies. 
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I will periodically also reference USACE 
EM 1110-1-1000, Photogrammetric 
and Lidar Mapping, demonstrating 
how the U.S. Army Corps of Engineers 
has already adopted these new ASPRS 
standards 



Outline of the ASPRS (2015) Standards 

1. Purpose 

2. Conformance 

3. References 

4. Authority 

5. Terms and Definitions 

6. Symbols, Abbreviations and Notations 

7. Specific Requirements (most of the “meat” is here) 

Annex A: Background and Justifications 

Annex B: Data Accuracy and Quality Examples 

Annex C: Accuracy Testing and Reporting Guidelines 

Annex D: Accuracy Statistics and Example 
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7. Specific Requirements -- Network Accuracy 

• Unless specified to the contrary, it is expected that all ground 
control and checkpoints should normally follow the guidelines 
for network accuracy as detailed in the Geospatial Positioning 
Accuracy Standards, Part 2: Standards for Geodetic Networks, 
Federal Geodetic Control Subcommittee, Federal Geographic 
Data Committee (FGDC-STD-007.2-1998). When local control is 
needed to meet specific accuracies or project needs, it must be 
clearly identified both in the project specifications and the 
metadata. 
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What’s this thing about “Network Accuracy?” 
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• Dewberry was once hired to determine 
how two adjoining lidar datasets, both 
certified as having 1-foot contour accuracy, 
could have a 2-foot vertical offset along the 
seamline between these datasets with 
extremely flat terrain. 

• For one dataset, the lidar firm and QC firm 
both (correctly) referenced their surveys to 
NGS Data Sheets with network accuracy. 

• For the 2nd dataset, the lidar firm and the 
QC firm surveyed their control and QC 
checkpoints relative to the same local 
survey monuments so that any errors 
canceled out (we found 1-ft to 2-ft errors in 
commonly-used monuments in that area).  



7.1 Statistical Assessment of Horizontal and Vertical 
Accuracies 

• Horizontal accuracy is assessed using RMSEx, RMSEy, RMSEr 
plus NSSDA multipliers to compute horizontal accuracy at the 
95% confidence level (ACCr = 1.7308 * RMSEr) 

• In non-vegetated terrain only, vertical accuracy is assessed 
using RMSEz plus NSSDA multiplier to compute vertical 
accuracy at the 95% confidence level (ACCz = 1.9600 * RMSEz) 

• Both of the above assume errors follow a normal distribution 

• In vegetated terrain, vertical accuracy is assessed by using the 
95th percentile (absolute values) – does not assume a normal 
error distribution 

• Representative error thresholds are provided in Annex B tables 
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7.2 Assumptions Regarding Systematic Errors and 
Acceptable Mean Errors 

• For computations of 95% confidence levels, it is assumed that 
data set errors are normally distributed and that any significant 
systematic errors or biases have been removed; this is the 
responsibility of the data provider 

• These standards recommend that the mean error be less than 
25% of the specified RMSE value for the project; if larger than 
25%, investigate cause and document in the metadata 

• In accuracy testing, don’t discard discrepancies >3 * RMSE 
values without proper investigation and explanation in the 
metadata; these are not automatically blunders to be 
discarded 
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7.3 Horizontal Accuracy Standards for Geospatial Data 
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There are no more horizontal Class 1, Class 2, or Class 3 maps or orthophotos; the 

horizontal class is in cm (or feet or inches) based on RMSEx and RMSEy 
 
Because many don’t think of their requirements in terms of the RMSE, both ASPRS 

(Annex B) and USACE (EM 1110-1-1000) provide horizontal examples  



Annex B, Table B.5, ASPRS orthoimagery accuracy 
examples based on pixel size (metric units) 
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• Highest accuracy 
exceeds prior 
standards 

• Standard high 
accuracy ~ ASPRS 
1990 Class 1 

• Lower accuracy ~ 
ASPRS 1990 Class 1.5 

• Note: Prior Class 2 
RMSEs were 2 x 
Class 1 RMSEs 

• ASPRS now decided 
against Class 
numbers/letters 

• The new Class = its 
RMSEx and RMSEy 

These are examples, you can specify other RMSEx/RMSEy values 



Additional USACE orthoimagery accuracy examples 
based on pixel size (English units) 
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These three pixel sizes 
(3”, 6” and 12”)  are 
USACE’s most common 
for orthoimages 
 
Specify orthos in terms 
of pixel size, RMSEx and 
RMSEy
 
Don’t specify Class 1 
orthos; that term is now 
obsolete, but if used by 
others, equate to 
standard high accuracy 



Annex B, Table B.6, ASPRS planimetric data accuracy 
examples (metric units) 
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Several ways to determine what is appropriate 



7.4 Vertical Accuracy Standards for Elevation Data 
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There are no more vertical Class 1, Class 2, or Class 3 elevation data or contours; the 
vertical class is in cm (or feet or inches) based on RMSEz in non-vegetated terrain 

Non-vegetated Vertical Accuracy (NVA) and Vegetated Vertical Accuracy (VVA) are 
new terms  

Do not confuse these “standards” with tested values for NVA and VVA   

Because many don’t think of their requirements in terms of the RMSEz, both ASPRS 
(Annex B) and USACE (EM 1110-1-1000) provide vertical examples also  



Annex B, Table B.7, ASPRS vertical accuracy/quality 
examples 
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NVA and VVA are new terms 



USACE example accuracy specs for Military Construction  
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USACE managers and inspectors still use printed maps on site 
These RMSE values tie directly to ASPRS accuracy tables 



USACE example accuracy specs for Civil Works projects 
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+ 10 more similar continuation pages with footnotes 



Over 60 USACE examples help when managers don’t 
know what RMSE values they should specify 
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7.5 Horizontal Accuracy Requirements for Elevation Data 

• Photogrammetric Elevation Data: the horizontal accuracy 
equates to the horizontal accuracy class that would apply to 
planimetric data or digital orthoimagery produced from the 
same source imagery, using the same aerial triangulation (AT)/ 
inertial navigation system (INS) solution 

• Lidar Elevation Data: the horizontal error is largely a function of 
positional error as derived from the Global Navigation Satellite 
System (GNSS), attitude error from INS, and flying altitude 
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One way to estimate Lidar Horizontal Error 
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Annex B provides examples of using these formulas 
 
Annex C includes guidelines for testing the horizontal accuracy of elevation data 
derived from lidar 



7.6 Low Confidence Areas for Elevation Data 
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• Where the bare-earth DTM may not meet overall data 
accuracy requirements (dashed contours in the past) 

• Low confidence areas are required and delivered as 2-D 
polygons based on four criteria: 

– Nominal ground point density (NGPD) 

– Cell size for raster analysis 

– Search radius to determine average ground point densities 

– Minimum size area appropriate to aggregate ground point densities 
and show a generalized Low Confidence Area (minimum mapping unit) 

Details are provided in Annex C, Section C.8 



7.7 Accuracy Requirements for AT and INS-based Sensor 
Orientation of Digital Imagery 

Accuracy of aerial triangulation designed for digital planimetric 
data only (orthoimagery and/or digital planimetric map): 

• RMSEx(AT) or RMSEy(AT) = ½ * RMSEx(Map) or ½ RMSEy(Map) 

• RMSEz(AT) = RMSEx(Map) or RMSEy(Map) of orthoimagery 

Accuracy of aerial triangulation designed for elevation data, or 
planimetric data (orthoimagery and/or digital planimetric map) 
and elevation data production: 

• RMSEx(AT), RMSEy(AT) or RMSEz(AT) = ½ * RMSEx(Map), ½ RMSEy(Map) 

or ½ RMSEz(DEM). 

This gets complicated, but it says RMSEz is very important for 
DEMs but less important for the aerial triangulation of 
orthoimagery or planimetric maps 
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7.8 Accuracy Requirements for Ground Control Used for 
Aerial Triangulation 

Ground control points used for aerial triangulation should have 
higher accuracy than the expected accuracy of derived products 
according to the following two categories: 

• Accuracy of ground control designed for planimetric data only 
(orthoimagery and/or digital planimetric map)production: 

• RMSEx or RMSEy = ¼ * RMSEx(Map) or ¼ RMSEy(Map),  

• RMSEz = ½ * RMSEx(Map) or ½ RMSEy(Map) 

Accuracy of ground control designed for elevation data, or 
planimetric data  and elevation data production: 

• RMSEx, RMSEy or RMSEz= ¼ * RMSEx(Map), ¼ RMSEy(Map) or ¼ 
RMSEz(DEM) 

Annex B provides examples of these formulas 
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7.9 Checkpoint Accuracy and Placement Requirements 

• The independent source of higher accuracy for checkpoints 
shall be at least three times more accurate than the required 
accuracy of the geospatial data set being tested. 

• Horizontal checkpoints must be well defined points, easily 
visible on the ground and on the product being tested 

• Vertical checkpoints must be located to minimize interpolation 
errors (e.g., no bridge abutments), surveyed on flat or 
uniformly sloping terrain and with slopes of 10% or less, and 
avoiding artifacts or abrupt changes in elevations 
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7.10 Checkpoint Density and Distribution 
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Do not extrapolate for larger areas.  Once we have statistically significant sampling, 
additional requirements are relaxed in order to be practical; see section C.2. 

There is also guidance on the distribution of vertical checkpoints across land cover 
types 

From Annex C, Table C.1 Required Number of checkpoints based on area 



7.11 Relative Accuracy of Lidar and IFSAR 
(Examples in Annex B, Table B.7) 

28 

Tests single-swath repeatability; tests overlapping swath 
quality of system calibration/bore-sighting and ABGPS 



7.12 Reporting – Horizontal Accuracy 

The horizontal accuracy of digital orthoimagery, planimetric data, and 
elevation data sets shall be documented in the metadata in one of the 
following manners: 

•  “This data set was tested to meet ASPRS Positional Accuracy 
Standards for Digital Geospatial Data (2014) for a ___ (cm) RMSEx / 
RMSEy Horizontal Accuracy Class. Actual positional accuracy was 
found to be RMSEx  = ___ (cm) and  RMSEy = ___ cm which equates 
to Positional Horizontal Accuracy = +/- ___ at 95% confidence level.” 

•  “This data set was produced to meet ASPRS Positional Accuracy 
Standards for Digital Geospatial Data (2014) for a ___ (cm) RMSEx / 
RMSEy Horizontal Accuracy Class which equates to Positional 
Horizontal Accuracy = +/- ___ cm at a 95% confidence level.” 
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7.12 Reporting – Vertical Accuracy 

The vertical accuracy of elevation data sets shall be documented in the 
metadata in one of the following manners: 

• “This data set was tested to meet ASPRS Positional Accuracy 
Standards for Digital Geospatial Data (2014) for a___ (cm) RMSEz 
Vertical Accuracy Class. Actual NVA accuracy was found to be RMSEz 
= ___ cm, equating to +/- ___ cm at 95% confidence level. Actual 
VVA accuracy was found to be +/- ___ cm at the 95th percentile.”4 

•  “This data set was produced to meet ASPRS Positional Accuracy 
Standards for Digital Geospatial Data (2014) for a ___ cm RMSEz 
Vertical Accuracy Class equating to NVA =+/-___cm at 95% 
confidence level and VVA =+/-___cm at the 95th percentile5 
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Annex A – Background and Justifications 

Legacy Standards and Guidelines 

• NMAS, ASPRS 1990, NSSDA, NDEP, ASPRS (2004), FEMA 1998 
to 2010), USGS Lidar Base Specifications (through V1.2) 

New Standards for a New Era 

• Mapping practices during the film-based era 

• Mapping practices during the softcopy photogrammetry era 

• Mapping practices during the digital sensors photogrammetry 
era 
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Table A.1 Common photography scales using camera 
with 9” film format and 6” lens 
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Table A.2 Legacy relationship between film scale and 
derived map scale 
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Annex B – Data Accuracy and Quality Examples 

Legacy Standards and Guidelines 

• NMAS, ASPRS 1990, NSSDA, NDEP, ASPRS (2004), FEMA 1998 
to 2010), USGS Lidar Base Specifications (through V1.2) 

New Standards for a New Era 

• Mapping practices during the film-based era 

• Mapping practices during the softcopy photogrammetry era 

• Mapping practices during the digital sensors photogrammetry 
era 
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Annex B Data Accuracy and Quality Examples 

• Examples of AT and ground control accuracy requirements 

• Examples of common horizontal accuracy classes for 
orthoimagery and planimetrics (Tables B.5 and B.6 shown 
previously above) 

• Examples of common vertical accuracy classes (Table B.7 
shown previously above) 

• Converting ASPRS 2014 accuracy values to legacy ASPRS 1990 
and NMAS 1947 

• Expressing the ASPRS 2014 accuracy values per the NSSDA 

• Expected horizontal errors (RMSEr) in terms of flying altitude 
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Examples for typical products with RMSEx and RMSEy of 
50 cm 

Table B.1 AT and 
Ground Control 
Accuracy (Orthos 
and Planimetrics) 
 
 
 
 
 
Table B.2 AT and 
Ground Control 
Accuracy (Orthos, 
Planimetrics + 
Elevation Data 
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Table B.3 Common Horizontal Accuracy Class Examples 
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Continues to RMSEx/RMSEy of 1 meter 



Table B.4 Compares with legacy horizontal standards 
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Continues to pixel size of 5 meters 



Table B.8 Compares with legacy vertical standards  
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Table B.9, ASPRS recommended Lidar Point Density 
(NPD/NPS) 
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QL2 lidar, 
the new 
nationwide 
standard 
for the 
3DEP 



Table B.10, Expected lidar horizontal errors in terms of 
flying altitude (based on formulas in Section 7.5) 
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Annex C Accuracy Testing and Reporting Guidelines 

• Checkpoint requirements 

• Number of checkpoints required 

• Distribution of vertical checkpoints across land cover types 

• NSSDA methodology for checkpoint distribution 

• Vertical checkpoint accuracy 

• Testing and reporting of horizontal accuracies 

• Testing and reporting of vertical accuracies 

• Low confidence areas 

• Erroneous checkpoints 

• Relative accuracy comparison point location and criteria for lidar 
swath-to-swath accuracy assessment 

• Interpolation of elevation represented surface 
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Table C.2 Low Confidence Areas 
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Digital elevation data equivalent of dashed contour lines 



Interpolation of elevation “represented surface” 
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TIN interpolation should be 
used to test the vertical 
accuracy of point based 
elevation datasets, e.g., lidar 

A gridded DEM is already a 
continuous surface; normally 
extract the elevation of the 
pixel, without interpolation 



Annex D Accuracy Statistics and Examples 

• NSSDA reporting accuracy statistics (example computations of 
mean errors, sample standard deviation, RMSE values, and 
NSSDA horizontal and vertical accuracies at the 95% 
confidence level 

• Comparison with NDEP vertical accuracy statistics 

• Computation of percentile 
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Simple horizontal accuracy example of statistics 
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Figure D.1 Actual working example for lidar 
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Table D.2 Traditional vertical error statistics 
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γ1 = skewness 
γ2 = kurtosis 
Ѕ = sample standard deviation 



Table D.3 compares old (FVA, SVA, CVA) with new (NVA, 
VVA) 
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• NVA is based on RMSEz (in non-vegetated categories only) x 1.9600 
• VVA is based on 95th percentile errors in all vegetated categories combined 
• Both estimate errors at the 95% confidence level for reporting purpose 
 



Any Questions? 


